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Summary  
 
Tens of billions of taxpayer dollars are lost every year due to improper federal payments. These 
improper payments arise from agency and claimant errors as well as outright fraud. Data analytics 
can help identify errors and fraud, but often only identify improper payments after they have 
already been issued.  
 
Artificial intelligence (AI) in general—and machine learning (ML) in particular (AI/ML)—could 
substantially improve the accuracy of federal payment systems. The next administration should 
launch an initiative to integrate AI/ML into federal agencies’ payment processes. As part of this 
initiative, the federal government should work extensively with non-federal entities—including 
commercial firms, nonprofits, and academic institutions—to address major enablers and barriers 
pertaining to applications of AI/ML in federal payment systems. These include the incidence of 
false positives and negatives, perceived and actual fairness and bias issues, privacy and security 
concerns, and the use of ML for predicting the likelihood of future errors and fraud.   
 
Challenge and Opportunity  
 
Improper federal payments—i.e., payments that should not have been made or were made in 
the wrong amount—were estimated at approximately $175 billion in fiscal year (FY) 2019, 
representing about 4% of total outlays.1 Since not all federal programs are required to prepare 
improper payment estimates, actual improper payments are likely even higher.2 Improper 
payments are likely to be especially high in FY 2020 due to the approximately $3 trillion of 
emergency federal spending motivated by COVID-19. 
 
Data analytics play an important role in reducing improper payments. However, many data 
analytic approaches only detect potential errors or fraud after improper payments have already 
been made. This means that many federal programs operate in “pay & chase” mode, spending 
considerable time and resources to recover funds that have already been paid out in error or due 
to fraud. This is a fundamentally flawed approach that typically results in recovery of only a 
portion of the misallocated funds. The challenge for agencies in efficiently mitigating improper 
payments is to rely more heavily on pre-pay analytics that can be embedded in payment 
processes as well as other predictive or prescriptive approaches. 
 
Proactively preventing errors and deterring fraud is much better than detecting them after the 
fact. Artificial intelligence (AI) in general and machine learning (ML) in particular (AI/ML) can help 
facilitate the move “left of check”. ML is especially valuable for analyzing significant amounts of 
data moving with high velocity through agencies’ payment systems. ML can be applied to 
transaction data in real time to identify subtle patterns in the behavior of individuals who are 

 
1 Government Accountability Office (2020). Financial Audit: FY 2019 and FY 2018 Consolidated Financial Statements of the U.S. 
Government. GAO-20-315R. 
2 Office of Management and Budget (n.d.). Annual Improper Payments Datasets.  
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making honest mistakes or, in the case of fraudsters, trying to evade detection. ML can also be 
combined with modeling to predict the occurrence of systemic problems that could produce 
improper payments. 
 
Plan of Action 
 
The next administration should launch an initiative to integrate AI/ML into federal agencies’ 
payment processes. Successful development and implementation of ML algorithms for 
widespread use in government payment processes will require White House leadership and 
coordination, collaboration across virtually all federal agencies, and mobilization of non-federal 
actors (e.g., state and local governments, the private sector, nonprofits, and academia). Key 
considerations are outlined below. 
 
White House leadership and coordination 
Integrating AI/ML into the payment processes of most or all federal agencies will require a great 
deal of interagency coordination and leadership from the Executive Office of the President. As 
such, the next administration should develop a White House strategy for advanced and 
innovative uses of data analytics (particularly ML) to strengthen the integrity of government 
payments. Further, the Office of Management and Budget should ensure that the Chief 
Information Officers Council’s new cross-government data science training program emphasizes 
use of ML to address payment integrity challenges and interfaces. 
 
Agency participation 
All agencies that process payment requests should assess their payment processes for 
opportunities to add or expand the use of AI, particularly ML. Specifically, agencies should 
undertake the following activities either individually or in collaboration with other agencies facing 
common challenges (e.g., using analytic cells): 

• Define desired results. To guide effective deployment of AI/ML in payment processes, 
agencies should develop a clear sense of “what success looks like”. This may involve, for 
individual programs, factoring in the biggest root causes of improper payments as well 
as establishing criteria to decide if pursuing an ML solution has adequate return on 
investment (i.e., if the cost and risks of the novel solution are worth the potential benefits). 
Agencies must also make informed tradeoffs among various performance metrics (e.g., 
cost of false positives vs. false negatives). 

• Bring to bear appropriate knowledge and skillsets. Effective integration of AI/ML 
solutions into government payment processes will require skilled developers, IT 
specialists, data wranglers, and data scientists to provide technical expertise as well as 
staff with programmatic and payment integrity knowledge to guide development of 
tailored solutions. 

• Identify relevant dataset(s). An agency’s payment dataset alone may sometimes be 
sufficient to support development of AI-/ML-based solutions to limit improper payments. 
More frequently, payment datasets will need to be combined with other relevant 
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datasets, such as beneficiary data, do-not-pay lists, watch lists, data from other 
government agencies, and data from commercial or open sources. Agencies should 
establish processes for identifying and incorporating new datasets of interest over time. 

• Select analytic tools to be used. After key problems have been identified, agencies can 
determine what tools or IT approaches offer the best solutions. Agencies should assess 
whether their existing computing infrastructures are capable of implementing such 
solutions or whether new, specialized computing environments are needed. Agencies 
should establish processes for identifying and incorporating new, leading-edge tools and 
methods over time. 

• Consider user and stakeholder needs. Agencies should determine how to validate, 
enhance, and communicate findings from AI/ML in a usable form. Agencies should also 
consider whether proposed solutions could have disparate impacts on and/or benefits 
for different stakeholder populations. 

• Establish feedback loops. Strong feedback loops are needed to continuously improve 
AI/ML solutions: for instance, to identify new or evolving errors and fraud indicators as 
well as to assess solution performance. Strong feedback loops also allow operators to 
revisit and revise initial assumptions as experience is gained from operating in the real 
world. 

• Share best practices. Agencies should routinely exchange best practices and lessons 
learned from efforts to integrate AI/ML in payment processes. 

 
Mobilization of non-federal actors 
Using policy levers such as grant programs and cost-sharing opportunities, the next 
administration should mobilize non-federal actors (including commercial firms, nonprofits, and 
academic institutions) to conduct research into payment integrity in the broader context of AI. In 
particular, the next administration should promote collaborative research with government 
entities such as the National Institute of Standards and Technology to address the following four 
major enablers and barriers to expanding use of ML for payment integrity: 

1. Managing false positives and negatives when applying ML algorithms. 
2. Addressing perceived and actual fairness and bias issues inadvertently built into 

algorithms. 
3. Addressing privacy and security concerns about gathering and sharing sensitive financial 

data. 
4. Increasing use of ML for predicting interactions, events, and other occurrences that are 

likely indicators or triggers of improper payments. 
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Frequently Asked Questions 
 
What causes improper payments? 

The vast majority of improper payments are attributable to agency and claimant errors. Examples 
of agency errors include computer programming problems that result in miscalculated payment 
amounts, or human misinterpretation of claim documentation. Examples of claimant errors 
include an individual who mistakenly believes that they are eligible for a government benefit; a 
taxpayer who miscalculates a refundable credit on their tax return; or a contractor who 
accidentally submits a duplicate invoice.  

Claimant “errors” cross the line into fraud when an individual willfully does something to secure 
a benefit to which they are not entitled. Fraud may also be committed based on the use of stolen 
or synthetic identities. It is difficult to determine the precise amount of federal payments lost to 
fraud. Fraudsters are adept at concealing the nature of their transactions, meaning that 
significant amounts of fraud likely go undetected. Moreover, even improper payments that are 
identified as likely fraudulent are not usually labeled by agencies as fraud until the potentially 
fraudulent activity has been investigated and adjudicated.  

 
What are some examples of processes where AI/ML could reduce improper payments? 

Examples include: 
● Mortgage loans. Lenders use ML to identify individuals who are likely to be a credit risk 

even though they do not have a long history of making payments. Agencies that 
administer government-funded housing programs could use a similar approach to 
proactively identify and mitigate risks. 

● Credit cards. Card issuers use ML to identify potentially anomalous transactions for 
verification by the cardholder. Agencies that provide benefits via debit or EBT cards could 
similarly use ML to identify potentially erroneous or fraudulent transactions before 
honoring them.  

● Debt collection. Collection agencies use ML to inform their strategies for determining 
which individuals are likely to pay and which individuals require follow-up. Agencies that 
use Recovery Audit Contractors to identify errors and recover improper payments might 
adopt similar approaches. 

● Healthcare fraud. One insurance organization is using advanced AI tools to detect 
indicators of fraudulent activity much faster than before. Agencies that administer 
healthcare programs could adopt similar approaches. 

● Cybersecurity. Cyber risks can manifest in high-volume “noisy” threats as well as “low 
and slow” campaigns that are very hard for humans to detect. Fraudsters engage in both 
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types of campaigns. ML is adept at identifying both activity patterns, enabling early 
detection and neutralization of threats. 

 
What are the biggest concerns with leveraging AI/ML to counter improper payments? 

Developing and deploying advanced ML algorithms across government payment processes 
would enable agencies to make better use of the massive amounts of data they already collect. 
However, it is important to be aware of the following concerns: 

● Like other data analytic approaches, ML algorithms are not infallible. False positives and 
false negatives are both problematic possibilities. Identification of false positives wastes 
resources in the follow-up that must be performed. Identification of false negatives 
means that payment integrity issues may be missed. 

● Unknown bias can be embedded in ML algorithms. 

● Many agencies may not have the breadth and depth of expertise needed to implement 
ML successfully.  

● Agency and programmatic “silos” may limit exchange of analytic approaches, including 
ML algorithms. Poor communication may result in duplicative efforts that waste time and 
resources. 

● Agencies acting individually cannot maximize the effectiveness of using ML in predictive 
payment integrity analytics. Cross-agency coordination is essential. 

 
What is the federal government already doing to ensure payment integrity and leverage AI? How 
can the next administration build on these efforts? 
 
In support of the President’s Management Agenda,3 the current administration has created an 
interagency team to meet objectives within the Cross-Agency Priority Goal “Getting Payments 
Right”.4 There is an Executive Steering Committee consisting of the Office of Management and 
Budget and four Departments, which leads a much larger interagency team. 
 
Since May 2016, the National Science and Technology Council (NSTC) has been coordinating AI 
research and development at the interagency level. In 2019, President Trump issued an 
Executive Order5 establishing the American AI Initiative6 to promote and protect national AI 
technology and innovation. A new NSTC Select Committee on AI7 coordinates supporting 
activities. 

 
3 The White House (2018). President’s Management Agenda.  
4 General Services Administration & the Office of Management and Budget (2020). Getting Payments Right. 
5 The White House (2019). Executive Order on Maintaining American Leadership in Artificial Intelligence. 
6 The White House (2020). Artificial Intelligence for the American People. 
7 Office of Science and Technology Policy. NSTC. 
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The next administration could link these existing interagency efforts to achieve the goals outlined 
in this paper. A simple but important first step would be a public statement that explains how 
AI/ML could help address pervasive payment integrity problems, and explicitly states the 
administration’s commitment to using cutting-edge solutions to reduce improper payments.  
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