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Abstract

Large internal wave amplitudes were observed in the JOWIP and SARSEX experiments. These led to significant surface wave modulations, as observed directly and from radar observations. Modulation mechanisms are reviewed, including a two-step process by which longer wavelength waves modulate short waves. Some calculations are presented.
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1.0 INTRODUCTION

Several experiments have been conducted to measure the modulation of surface waves by internal waves. The DREP (Defense Research Establishment Pacific) experiment in Bute Inlet and Georgia Straits was reported by Hughes and Grant. A series of experiments were conducted jointly by DARPA and ONR during July-August, 1983, in Georgia Straits. The internal wave observations are described in the JOWIP Interim Report. A third series of observations, sponsored by the ONR, were made in the New York Bight off the coast of Long Island in August-September, 1984. These are described in the SARSEX Interim Report.

In both the JOWIP and SARSEX experiments in situ measurements were made of the internal wave and surface wave activity. In addition, L-band and X-band observations of the sea surface were conducted. In these experiments large amplitude internal waves, strong stratification, and thin mixed layers were encountered. This resulted in substantial surface wave modulation. Calculations of the expected modulation were made for JOWIP by the JHU/APL and TRW teams and for SARSEX by the JHU/APL team.

For the JOWIP experiment the observed L-band modulations were larger than those calculated by factors of 2 to 10. The SARSEX
2.0 SURFACE WAVE RELAXATION MODEL

The surface current associated with the internal wave (IW) field is here assumed to have the form

\[ U = i U_0 \cdot h(Y). \]  \hspace{1cm} (2.1)

Here \( U_0 \) is the peak surface current, \( h(Y) \) is the IW current form factor, and we have taken the X-axis as the direction for IW propagation. In (2.1) we have written

\[ Y = x - C_I t, \]  \hspace{1cm} (2.2)

where \( C_I \) is the IW phase velocity.

The radiative transport equation for the surface wave action density \( F(k, x, t) \) is written as

\[ \left[ \frac{\partial}{\partial t} + \ddot{\mathbf{x}} \cdot \nabla x + \ddot{k} \cdot \nabla k \right] F = S(k, x, t). \]  \hspace{1cm} (2.3)

Here

\[ \ddot{\mathbf{x}} = \mathbf{v}_k H, \ \ddot{k} = -\nabla_x H, \]  \hspace{1cm} (2.4)

and

\[ H = \omega(k) + k \cdot \mathbf{u} \]  \hspace{1cm} (2.5)

\[ \mathbf{u} \]
is the ray path "Hamiltonian". For gravity waves the frequency is

$$\omega(k) = (gk)^{1/2}$$  \hspace{1cm} (2.6)

(Capillary waves will be discussed in Section 4.0) The quantity $S$ in (2.3) includes effects of viscous damping, wind driven excitation, and nonlinear wave-wave interactions.

In a coordinate system in which the IW wave (2.1) is stationary, we may re-write (2.3) in the simpler form

$$\left[ \dot{\xi} \frac{3}{3y} + \dot{k}_x \frac{3}{3k_x} \right] F(k, Y) = S(k,Y).$$  \hspace{1cm} (2.7)

Now, equations (2.4) become

$$\dot{\xi} = C(k) \left( \frac{k_x}{k} \right) - C Y + U(Y),$$

$$\dot{k}_y = 0,$$

$$\dot{k}_x = -k_x \frac{3U}{3Y},$$  \hspace{1cm} (2.8)

where $C(k) = \frac{d\omega}{dk}$ is the surface wave group velocity.
Hughes[9] has proposed an empirical model for $S(k)$ that has frequently been used by other authors. As generalized by Phillips,[10] this has the form

$$S(k, x) = S_0(k) F[1 - \left(\frac{F}{F_o}\right)^m].$$

The quantity $F_0(k)$ is considered as the "equilibrium spectrum" to which $S$ implies a tendency for $F$ to relax. Hughes chose $m = 1$, whereas Phillips suggests that $m = 2$ or $3$. In any case, if we assume that $|F - F_0| \ll F_0$, we obtain from (2.9) the linearized form

$$S(k, x, t) = -\beta(k)[F(k, x, t) - F_0(k)].$$

In this expression $\beta$ appears as a relaxation rate. Hughes[9] and Phillips[10] adopt a model wind generation rate for $\beta$. Phillips, specifically, uses the semi-empirical expression given by Plant.[11]

The relaxation of a pattern of surface gravity waves was studied by Watson,[12] who obtained, in addition to the effects of wind and viscosity, a contribution to $\beta$ from wave-wave interactions. This included both 3-wave and 4-wave couplings. The 3-wave interactions lead to a modest "smearing" of the wave spectrum. This 3-wave effect
will not contribute significantly to (2.10) unless $F$ is determined to
great precision in the wave number $k$. For the present applications
it seems appropriate to omit this contribution to $\beta$. The 4-wave
interactions do give a contribution, however, which at the higher
wind speeds somewhat exceeds that from wind interaction.

We have chosen to model $\beta$ by simply summing the contributions
from viscosity, wind$^{[11]}$ and 4-wave interactions.$^{[12]}$ The result,
expressed in terms of $\beta^{-1}$ (in seconds) is shown as a function of $k$
and wind speed $V$ in Figure 2-1.

The very strong variation of $\beta$ with wind speed $V$ and wave
number $k$, as indicated in Figure 2-1, suggests that there will be
($k$, $V$) regimes for which we can neglect $S$ in (2.7) and others in
which this term will be dominant. We illustrate this by quoting the
familiar limits for a weak current $U$. Then we can treat

$$F' = F - F_0$$  \hspace{1cm} (2.11)

as a small quantity. If we set $S = 0$ in (2.7), these results

$$F'(k, V) = \left\{ \frac{U}{k} \right\} \frac{\partial^2 F}{\partial k_x}$$

$$\frac{\partial F_0}{\partial k_x}$$

$$\left[ C(k) - C_1 \right]$$

$$\frac{\partial^2 F}{\partial k_x^2}$$

(2.12)

2-4
Figure 2-1. The surface wave relaxation time $\beta^{-1}$ [see Equation (2.10)] is shown as a function of wavenumber $k$ for several wind speeds. ($V$ expressed in m/s.)
On the other hand, in the limit of large $\beta$ we find that

$$F'(k, \gamma) = \beta^{-1} \frac{\partial U}{\partial \gamma} k \frac{\partial F_0}{\partial k_x}.$$  \hfill (2.13)

For the case of wave "G2" reported from the SARSEX observations, we take

- $\gamma = (6 \text{ m/s, } \psi = 35^\circ$ = angle with respect to X-axis)
- $C_i = -0.5 \text{ m/s}$ (propagation in negative X-direction)
- $U_0 = 0.25 \text{ m/s}$
- $M_p = 30 \text{ cph} = \text{peak Variala frequency}$
- mixed layer thickness $= 10 \text{m}$.
- $\Delta Y = \frac{300}{(2\pi)} = \text{length scale}$
- $\beta = 1.5 \text{ sec}^{-1}, \text{X-band}$
- $\approx 0.1 \text{ sec}^{-1}, \text{L-band}$  \hfill (2.14)

To apply this to (2.13), we write

$$M' = \frac{F'}{F_0} = -\left(\frac{a}{\beta} \right) \frac{U}{\Delta Y}.$$  \hfill (2.15)

where

$$a = -k_x \frac{\partial}{\partial k_x} \ln F_0.$$  \hfill (2.16)
In this report we shall take

\[ \alpha = \frac{9}{2}, \]

obtained from a Phillips spectrum with waves propagating in the X-direction. Application of the environmental conditions (2.14) to (2.15) gives

\[ |M'| = 0.02, \text{ X-band (} \lambda = 0.03 \text{m)} \]
\[ = 0.2, \text{ L-band (} \lambda = 0.2 \text{m).} \]

(2.17)

If we take

\[ |C(k) \left\{ \frac{kx}{k} \right\} - C_i| = C_i, \]

(2.12) gives

\[ |M'| = 2. \]

(2.18)

This is, of course, too large for the assumption that \(|M'| \ll 1\), used in deriving (2.12).
We may estimate the wavelength regime in which it is valid to take $\beta = 0$ from the condition

$$\beta \leq \frac{C(k)}{2\pi \Delta Y} \quad (2.19)$$

For a wind speed $V = 6 \text{ m/s}$ and $\Delta Y = 50 \text{ m}$, this gives

$$k \leq 2.5 \text{ m}^{-1} \quad \text{or} \quad \lambda \geq \frac{2\pi}{k} = 2.5 \text{ m}. \quad (2.20)$$

Thus, for both L-band and X-band Bragg waves the limit (2.13) seems appropriate.

Comparison of (2.17) and (2.18) suggests the possible importance of the $\frac{C}{\Delta Y}$ mechanism. The longer gravity waves for which $\beta$ may be taken as negligible are anticipated from (2.18) to have large modulation. If this is passed onto the Bragg waves, then (2.17) may represent a significant underestimate.
3.0 MODULATION IN THE REGIME FOR WHICH $\beta$ IS SMALL

In this section we shall assume that it is valid to set $S = 0$ in (2.7). This equation then reads

$$\left[ \frac{\partial}{\partial Y} + k \frac{\partial}{\partial k_Z} \right] F = 0.$$  \hspace{1cm} (3.1)

For a convenient model of the IW field, we take a semi-infinite wave train of the form [see (2.1)]

$$h(Y) = \frac{\cos(kY)}{[1 + \exp(-0.5 KY)]}. \hspace{1cm} (3.2)$$

The ray equations (2.8) are to be integrated from a time $t = 0$ when $Y = Y_0$, $k_x = k_{x_0}$, and $k_y = k_{y_0}$. The initial position $Y_0$ is so chosen that

$$KY_0 \leq -3\pi, \hspace{1cm} (3.3)$$

which implies that

$$h(Y_0) \approx 0. \hspace{1cm} (3.4)$$

Then, we can assume that
\[ F(k_0, Y_0) = F_0(k_0), \] (3.5)

the "equilibrium" spectrum. Integration is carried to a time \( t_1 \) such that

\[ 2\pi < ky < 4\pi, \] (3.6)

where \( Y = Y(t_1) \) and \( k_x = k_x(t_1) \). The motion density at time \( t_1 \) is then obtained from (3.1) as

\[ F(k, Y) = F_0(k_0), \] (3.7)

As a practical matter, (3.7) was evaluated by integrating the ray equations (2.8) backwards in time, starting at a prescribed \( Y \) and \( k \) at time \( t_1 \). Integration was carried back to a time such that (3.3) was valid and the resulting "initial" \( k_0 \) was used to evaluate (3.7). The resulting gravity wave modulation is defined as

\[ M(k, Y) = \frac{F(k, Y)}{F_0(k)}. \] (3.8)

The corresponding modulation obtained from weak current perturbation theory is
\[ M_{\text{pert}}(k, Y) = \frac{F'(k, Y)}{F_0(k)} + 1, \quad (3.9) \]

where \( F' \) is calculated using (2.12). Comparison of (3.8) and (3.9) permits us to specify the regime in which perturbation theory is valid.

To justify neglecting the relaxation term \( S \) in (3.1) we impose the condition that

\[ \beta(k) \Delta t < 1, \quad (3.10) \]

where \( \Delta t \) is the average time for the phase point to travel a distance \( \frac{2\pi}{k} \) in the integration of (2.8). We also, quite evidently, require that the phase point actually penetrate into the IW field to the point \( Y \). In presenting our results, we have set

\[ M(k, Y) = 0, \quad (3.11) \]

unless both of these conditions are satisfied. [Over most of the domain of our calculations these two conditions were roughly equivalent.]
For application to the present calculations we have chosen the "equilibrium" gravity wave spectrum to be of the form:

\[ F_o(k) = \left[ \frac{k}{\nu(k)} \right] v_o(k). \quad (3.12) \]

where the surface displacement spectrum is

\[ v_o(k) = 0, \quad k < k_w, \]

\[ \left( \frac{4 \times 10^{-3}}{k} \cos^2 \left( \frac{\theta}{2} \right) \right) \frac{1}{L(s)} \], \quad k > k_w

\[ k_w = \frac{g}{\nu^2}, \]

\[ s(k) = 15 \left( \frac{k}{k_w} \right)^{5/4} \]

\[ L(s) = \int_0^\pi \cos^2 \left( \frac{\phi}{2} \right) d\phi. \quad (3.13) \]

(See Tyler et al. [13] and Mitsuyasu et al. [14]). The quantity \( \phi \) here is the angle between \( k \) and the wind velocity vector \( \nu \).
\[ C_I = \mp 0.05 \text{ m/s}. \] (3.16)

We call this SARSEX' and display the resulting modulation in Figure 3-2. The modulation, as calculated, is considerably enhanced with respect to that of Figure 3-1. We again anticipate that wave breaking may limit the actual modulation.

The variation of modulation with the phase of the IW is shown in Figure 3-3. The environmental conditions are those of SARSEX', with \( \theta = 0^\circ \).

The next set of environmental conditions considered are labelled as ENVEX1:

\[
\begin{align*}
\mathbf{v} & = (6 \text{ and } 3 \text{ m/s}, \psi = 0^\circ) \\
C_I & = 0.33 \text{ m/s} \\
U_0 & = 0.016 \text{ m/s} \\
N_p & = 10 \text{ cph} \\
\text{mixed layer thickness} & = 10 \text{ m} \\
\text{IW wavelength} & = 160 \text{ m} \\
\end{align*}
\] (3.17)

The IW eigenmodes where calculated in the WKB approximation for an exponential N-profile and the lowest mode was used. The resulting
Figure 3-2. Surface wave modulation as predicted for conditions of the SARSEX experiment. The environmental conditions are the same as those of Figure (3-1), except that the direction of propagation of the internal wave has been reversed.
modulation is shown in Figure 3-4 for \( Y = \frac{3\pi}{K} \) (maximum modulation). The solid curves correspond to \( V = 6 \) m/s and the dashed curves to \( V = 3 \) m/s.

The modulation is shown in Figure 3-5 for the same environmental conditions and \( Y = \frac{3\pi}{K} \), but with IW propagation up-wind \((C_I = -0.33 \) m/s). The substantial reduction of modulation for the up-wind case is again noted.

The final set of environmental conditions considered is labelled as ENVEX2:

\[
\begin{align*}
V &= (6 \text{ and } 3 \text{ m/s, } \psi = 0^\circ) \\
C_I &= 0.3 \text{ m/s} \\
U_o &= 0.03 \text{ m/s} \\
N_p &= 15 \text{ cph} \\
\text{mixed layer thickness} &= 10 \text{ m} \\
\text{IW wavelength} &= 80 \text{ m}.
\end{align*}
\]  \hspace{1cm} (3.18)

The lowest IW eigenmode for an exponential N-profile was again used.

We show the resulting modulation at \( Y = \frac{3\pi}{K} \) in Figure 3-6. The direction of IW propagation is down-wind. The solid curves correspond to \( V = 6 \) m/s; the dashed curves correspond to \( V = 3 \) m/s.
Figure 3-4. Surface wave modulation as predicted for the ENVEXI "experiment," equation (3.17). The internal wave is propagation in the wind direction.
Figure 3-5. Surface wave modulation as predicted for the ENVEXI "experiment," equation (3.17), except that \( C_i = -0.33 \text{ m/s} \) corresponding to internal wave propagation against the wind.
Figure 3-6. Surface wave modulation as predicted for the ENVEX2 "experiment," equation (3.18).
The variation of modulation with mixed layer thickness $D$ [we have set $N=0$ in the mixed layer] is written as

$$R(D) = \frac{M \text{ (for thickness } D)}{M \text{ (for } D = 70m)}$$

(3.19)

The quantity is illustrated in Table 3-1 for the three sets of environmental conditions described above. The strong dependence of $M$ on mixed layer thickness is as expected.

We are now in a position to compare the modulation $M_{\text{pert}}$ as calculated from perturbation theory (3.9) with the modulation $M$ obtained from exact evaluations of (3.8). We found the agreement to be surprisingly good. For example, when $|M-1| < 0.1$, our calculated values of $M$ and $M_{\text{pert}}$ agreed to within $0.1\%$. Even for substantial modulations, $M$ and $M_{\text{pert}}$ tended to be qualitatively similar. This is illustrated on Table 3-2.
The variation of modulation with mixed layer thickness [see (3.19)] is shown for its three sets of environmental conditions described by equations (2.14), (3.17) and (3.18).

<table>
<thead>
<tr>
<th></th>
<th>$R(40)$</th>
<th>$R(100)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARSEX</td>
<td>0.7</td>
<td>0.2</td>
</tr>
<tr>
<td>ENVEX 1</td>
<td>0.3</td>
<td>0.03</td>
</tr>
<tr>
<td>ENVEX 2</td>
<td>0.08</td>
<td>0.00</td>
</tr>
</tbody>
</table>
The modulation $M(3.8)$ is compared with $M_{\text{pert}}(3.9)$, calculated from perturbation theory. The wave angle $\theta$ is taken as 0° here.

### TABLE 3-2

SARSEX

<table>
<thead>
<tr>
<th>$k(m^{-1})$</th>
<th>$Kx$</th>
<th>$M$</th>
<th>$M_{\text{pert}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.27</td>
<td>3x</td>
<td>1.30</td>
<td>1.30</td>
</tr>
<tr>
<td>0.60</td>
<td>3x</td>
<td>1.50</td>
<td>1.40</td>
</tr>
<tr>
<td>4.6</td>
<td>3x</td>
<td>2.37</td>
<td>1.75</td>
</tr>
<tr>
<td>0.27</td>
<td>2x</td>
<td>0.76</td>
<td>0.66</td>
</tr>
</tbody>
</table>

ENVEX 1

<table>
<thead>
<tr>
<th>$k(m^{-1})$</th>
<th>$Kx$</th>
<th>$M$</th>
<th>$M_{\text{pert}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.27</td>
<td>3x</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>0.60</td>
<td>3x</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>2.0</td>
<td>3x</td>
<td>1.10</td>
<td>1.09</td>
</tr>
<tr>
<td>4.0</td>
<td>3x</td>
<td>1.18</td>
<td>1.16</td>
</tr>
</tbody>
</table>
4.0 BRAGG WAVE MODULATION BY LONG WAVES

The calculations presented in the last section provide us with a description of the internal wave modulation of the longer wavenumber portion of the gravity wave spectrum. These "carrier" waves interact with shorter surface waves in the Bragg regime, passing on the internal wave modulation. It is this, the $CM^2$ process, which we now investigate with a somewhat idealized model.

Our calculation is admittedly incomplete in that we have not included modulation of the "shorter of the long waves", that are strongly affected by relaxation (large $\beta$). We do not believe that this leads to serious error, however, since a large $\beta$ implies small modulation.

Phillips[15] has published a description of the modulation of a short wavelength wave propagating on the surface of a dominant long wave. This analysis provides the basis for developing the $CM^2$ model.

Phillip's equations may be developed in the form of a series of terms of increasing order in the ratio $(l/k)$ and carrier slope,
where \( \ell \) and \( k \) are wavenumbers of carrier and Bragg waves, respectively. To lowest order in these two quantities, considered here as small, the action density for Bragg waves may be obtained from (2.3) and (2.10):

\[
\left[ \frac{\partial}{\partial t} + \mathbf{k} \cdot \mathbf{v}_x + \mathbf{k} \cdot \mathbf{v}_k \right] F(k, \mathbf{k}, t) = -\partial F',
\]

\[ F' = F - F_0, \]

\[ \mathbf{\dot{k}} = \mathbf{v}_w \omega(k) = \mathbf{C}(k) \]

\[ \mathbf{\dot{\xi}} = -\mathbf{v}_x (k \cdot \mathbf{U}_e). \tag{4.1} \]

Here \( \mathbf{U}_e \) is the orbital current of the carrier waves, written as a Fourier series:

\[
\mathbf{U}_e = \sum_{\ell} \left[ e^{i \mathbf{k}_e (\ell)} \right] \left[ d_x \exp \left[ i \mathbf{k}_e \cdot \mathbf{x} - \omega(\ell) t \right] + \text{C.C.} \right] \tag{4.2}
\]

We consider first the case that \( \beta = 0 \). Integration of the ray equations gives

\[
\mathbf{x} = \mathbf{x}_0 + C(k_0) t
\]

\[ k = k_0 + \Delta k \]

\[ \Delta k = -\int_t^t \mathbf{v}_x (k \cdot \mathbf{U}_e) \, dt' \]
\[ - \sum_{\mathbf{\xi}} \frac{j \mathbf{k} \cdot \mathbf{\xi} \omega(\mathbf{\xi})}{\omega(\mathbf{\xi})} \left[ a \exp\left(i \mathbf{k} \cdot x - \omega(\mathbf{\xi}) t\right) \right] + \text{c.c.} \]  

(4.3)

Using (3.7), we obtain to lowest order in \( \Delta k \)

\[ F'(k, x, t) = -\Delta k \cdot \mathbf{V}_k F_0(k). \]

The Bragg modulation is then

\[ M'(k, x, t) = \frac{F'(k, x, t)}{F_0(k)}. \]

(4.4)

If we consider the \( a_\mathbf{\xi} \) to be Gaussian variables, the ensemble-averaged mean square modulation is

\[ \langle M'^2 \rangle = \int d^2 \mathbf{\xi} \omega^2(\mathbf{\xi}) \left[ c_0(\mathbf{\xi}) - \mathbf{k} \cdot \mathbf{\xi} \right]^2 \mathbb{V}(\mathbf{\xi}) (\mathbf{\xi} \cdot \mathbf{k})^2 \]

\[ \times [\hat{\mathbf{k}} \cdot \mathbf{V}_k \ln F_0(k)]^2 \]

(4.5)

Here \( \mathbb{V}(\mathbf{\xi}) \) is the surface displacement spectrum of the carrier waves. We write this as

\[ 4-3 \]
\[ \mathbf{y}(\xi) = M(\xi) \mathbf{y}_o(\xi), \quad (4.6) \]

where \( M(\xi) \) is the modulation due to IW's, as calculated in the last section, and \( \mathbf{y}_o \) is the spectrum in the absence of IW's. We have chosen the expressions (3.13) as our model for \( \mathbf{y}_o \). Also,

\[ C_o(\xi) = \frac{\omega \beta}{k} \quad (4.7) \]

is the phase velocity of the carrier wave.

Since the long wave spectrum is peaked in the direction \( \hat{\mathbf{v}} \) of the wind, it is permissible to set

\[ (\hat{\mathbf{v}} \cdot \mathbf{k})^2 [\hat{\mathbf{v}} \cdot \mathbf{k} \ln F_o(\mathbf{k})]^2 = (\hat{\mathbf{v}} \cdot \mathbf{k})^2 \alpha^2, \]

where \( \alpha \) was introduced in (2.16). For numerical evaluation we shall again set \( \alpha = \frac{\alpha}{2} \) (a more detailed analysis would probably require a more careful determination of \( \alpha \)). The incremental modulation of Bragg waves due to IW's is then

\[ (\delta M)^2 = (\hat{\mathbf{k}} \cdot \hat{\mathbf{v}})^2 \alpha^2 \int d^2 \mathbf{k} \frac{\mathbf{v}^2(\mathbf{k}) [H(\xi) - 1] \mathbf{y}_o(\xi)}{[C_o(\xi) - \hat{\mathbf{k}} \cdot \mathbf{c}(\mathbf{k})]^2} \quad (4.8) \]
When the $\beta$-term is dominant in (4.1) we obtain

$$M'(k, \xi, t) = \beta^{-1} V_x(k \cdot U_c) \cdot V_k \ln F_0 \quad (4.9)$$

Repeating the calculation which led to (4.8) now gives

$$e^2 \delta M^2 - (k \cdot \tilde{v})^2 \rho^2 \int d^2 k \left[ \frac{2}{\beta} \frac{M(\xi)}{\beta} \right]^2 [M(\xi) - 1] \psi_0(\xi). \quad (4.10)$$

Equations (4.8) and (4.10) may be blended empirically into the single equation

$$e^2 \delta M^2 = (k \cdot \tilde{v})^2 \rho^2 \int d^2 k \frac{e^2(\xi)}{[c_0(\xi) - k \cdot \xi(\xi)]^2 + (k)^2} \quad (4.11)$$

The rms modulation $\delta M$ was evaluated using (4.11) for the conditions of the SARSEX experiment (2.14), but for variable wind strength $V$. The result is shown in Figure 4-1 for L-band (0.2 m waves) and X-band (0.03 m waves) Bragg. It should be noted that direct modulation of L-band waves, which at low wind speeds can give a comparable contribution, has been neglected in Figure 4-1.

The L-band modulation for $V = 6$ m/s given in Figure 4-1 is similar to that calculated\footnote{Calculated as direct, not CW$^2$, modulation.} in the SARSEX Report [3] and also is in
Figure 4-1. Modulation at L- and X- band as calculated from the CW² mechanism for internal wave G2 of the SARSEX experiment. The internal waves are propagating up-wind.
reasonable (factor of 2) agreement with the observed "wave G2" modulation. Similar agreement is also obtained with the observed X-band modulation for "G2".

For the ENVEX 1 conditions (3.17) we obtain from (4.11)

$$\delta M = 0.13.$$  \hspace{1cm} (4.13)

It may be noted that if "bound wavelets", phase coupled to the carrier, are present, another modulation mechanism may be important. For example, the third harmonic amplitude of a Stokes wave is

$$\delta a = \frac{1}{3} \delta a^3 \cos[\frac{2}{3}(x - C_0 t)]$$

corresponding to the carrier

$$a = a \cos [\frac{2}{3}(x - C_0 t)].$$

For a carrier modulation

$$M_c = (\frac{\delta a}{a}),$$

we have a fourth harmonic modulation
\[ M' = 3 M_0, \quad (4.14) \]

with increasing modulation for higher harmonics.
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